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Abstract

In view of what is currently known about the number and complexity of parameters that are involved in anaphoric pronoun resolution the success of purely syntax based algorithms for pronoun resolution is highly surprising. This paper suggests a linguistic, and in part psychological, explanation for why these algorithms work so well. It also proposes a distinction between applications for which syntactic algorithms of pronoun resolution are fully reliable and applications for which they only yield probabilistic results.

1. The Problem

Success rates of algorithms for pronoun resolution seem to demonstrate the overall futility of close linguistic analysis for efficient machine processing of natural language. Very simple algorithms that take as their input no more than a parse tree easily yield a success rate of well over 80% (cf. [7]). More sophisticated algorithms that either pay additional attention to some notion of salience (in the form of a syntactically based salience scale as in [14] or in the form of discourse focus [10]) or to some form of semantics [13] would seem to show that the increase in success rate almost seems to decrease in proportion with the additional sophistication of the analysis.

If our concern is the study of human cognition then the practical question as to whether it is really worth all the extra effort, just in order to achieve an only slightly better success rate does not arise. The aim then is not a success rate of one hundred percent, but what we need is something even harder to achieve: the ideal algorithm for pronoun resolution should make the same kind of mistakes as the human processor. But this means that it should employ the same pronoun resolution strategies as the human processor.

In this paper I want to look at just one, hypothetical, human strategy for pronoun resolution that corresponds surprisingly closely to syntax-based algorithms in AI, in particular to Hobbs’ [7]. The aim behind taking a closer look at syntactic processing is not to argue against semantically based and knowledge based pronoun resolution. Theoretical motivations apart, the aim is rather to find out about the extent to which ‘heavy’ processing is avoidable in practice without making the results unreliable. This question is of particular interest in view of the perspective of having language understanding systems acquire the bulk of their world knowledge and lexical knowledge themselves on the basis of a text input.

Supposing that humans employ several different strategies for pronoun resolution, depending on the kind and quality of the input in relation to the amount and structure of relevant knowledge they have at their disposal, we may ask for each strategy what type of pronoun
occurrence it is best suited for. “Type of pronoun occurrence for which a particular strategy is 
best suited” here means: the type of pronoun occurrence for which the strategy in question 
will ordinarily yield correct results with less effort than alternative strategies, given the 
resources that are ordinarily available with a pronoun of that type.

For a syntax-based strategy the relevant type of pronoun occurrence should be one that can 
regularly and successfully be processed with no appeal to other than syntactic information. In 
Section 2 I shall characterize such a type of pronoun occurrence.

2. Syntactic vs referential processing of pronouns

Earlier research [1] has shown that there is an important distinction that is needed in order to 
account for a variety of problems in the interpretation of anaphoric personal pronouns: a 
distinction between pronouns that function purely syntactically and pronouns that function 
referentially. I have called the two classes syntactic and referential pronouns respectively (for 
short, SPs and RPs).

Since SPs occur non-referentially, i.e. with no connection to any domain of reference, all that 
can matter to their interpretation is their structural relation to their controller. In this respect 
they behave like agreement morphemes that mark subject agreement in the finite verb. There 
is no issue as to whether the third person he in a sentence like x leaps refers to anybody or 
anything and if so to whom or what. Its function is to mark the fact that leap is interpreted as 
a function that takes x as its argument, no matter what you fill in for “x”. Likewise, the 
referential status of an SP-controller is immaterial to the control relation. Hence such relations 
remain undisturbed by all syntactically appropriate substitutions for the antecedent.

This is different for RPs. They need a referent in order to be interpreted, just like any other 
referentially occurring NP. If, in a particular syntactic structure, this referent is introduced by 
means of another definite NP and the RP occurs co-referentially with that NP, then the 
interpretation of the RP depends on the reference of the NP. Thus if we substitute a non- 
referential NP for the original NP to which a pronoun is anaphorically related via co- 
reference, the anaphoric relation must break down. Cf. the following cases for illustration. If 
we take (1a) in the reading on which he is anaphorically related to Fred, we can see, after the 
substitution of the non-referential nobody for Fred in (1b), that the anaphoric relation between 
the pronoun and the subject is maintained. Hence also in (1a) the anaphoric relation cannot 
depend on co-reference and does not require a referential occurrence of he. Cf.

(1a) Fred said he was sick.
(1b) Nobody said he was sick.

For (2a), on the reading that links he to Fred, we get a different result for the substitution of a 
non-referential NP for the antecedent: in (2b) the anaphoric relation between pronoun and 
preceding NP has broken down. So we may conclude that, other things being equal, the 
reference of the antecedent plays a crucial role for the anaphoric relation in (2a), i.e. that the 
pronoun occurs referentially as an RP and co-refers with the antecedent.

(2a) When Fred arrived, he was tired.
(2b) When nobody arrived, he was tired.

These considerations, however, show nothing about properties of occurrences of anaphoric 
pronouns or about particular pronoun forms. They are strictly concerned with the distinction 
between the strategies a linguistic processor employs: Thus if a pronoun occurrence is tested
with positive result for SP-hood (either by a substitution test based on observations as in (1) and (2), or by means of other procedures (cf. [1]), then we know that it may successfully be processed by a strategy that makes no assumptions with respect to reference. And if the tests show that the pronoun is an RP we know that it can be processed by strategies that make crucial use of knowledge about the reference domain. – Note, however, that there may be pronoun occurrences that can be processed by either strategy and possibly even with indistinguishable results (cf.[2]).

The defining characteristics of SPs, as developed in [1] and [2] on purely linguistic grounds, are that

(i) SPs exhibit congruence with their controller in gender and number and person, and

(ii) SPs (in terms of categorial syntax) either form part of a functor whose argument expression is their controller or they form part of an argument expression whose functor is their controller.

The controller of an SP can thus be determined merely on the basis of a categorial parse tree that includes the required agreement features.

3. Psychological evidence for syntactic processing

Note that SPs comprise not only personal and possessive pronouns of the third person but also relative pronouns, reflexives, and reciprocals (plus, perhaps, other forms I have not yet investigated). As for personal and possessive pronouns, however, also referential occurrences (RPs) of the same forms are possible. How does the human processor behave in those cases? And how should a processing algorithm behave? The proposal I want to put forward is that the algorithm should make the distinction operational by making the default assumption that all pronouns are SPs and first attempt to process them as such. If this attempt fails, the same algorithm can continue the search for an antecedent NP; but then it will continue outside the control domain and the results will only have probabilistic value.

There is good evidence from experiments by Sanford et al. [8] that this is indeed how the human processor tackles the problem: the search initiated by the syntactic strategy, when it fails to locate an antecedent in the appropriate controller position, still continues and fixes upon another antecedent NP that meets the agreement requirement. Sanford et al. have shown this by demonstrating that pronoun comprehension is delayed in the presence of semantically or pragmatically unsuitable antecedent candidates that do however exhibit the required agreement features. They conclude that such “bonding” of the pronoun by irrelevant antecedents causes the processing delay.

Furthermore there is evidence from developmental studies [5] that shows, at least for a subset of SPs (the remainder not having been studied), that once the appropriate strategy has been acquired at the age of about eight, no significant improvement of the success rate of comprehension takes place, while for RPs the development continues. Similar results that also support the hypothesis of separate syntactic and referential (and thus world knowledge dependent) strategies are found in [12], [9], and [4].

4. Why does ‘naive’ pronoun resolution work so well?

I have hinted at linguistic as well as psychological evidence for the SP-RP distinction and I have suggested, on the basis of experiments by Sanford et al. that the SP-strategy may indeed regularly be the first strategy employed (unless there is semantic information available that
can anticipate the result – as is very clear from the work by Tyler and Marslen-Wilson [11]) even beyond the syntactically appropriate search domain. Corrections of the results become necessary only in the latter case and then only if both criteria (syntactic agreement and controller position) admit a semantically or pragmatically incorrect referent.

Continuation of the search beyond the appropriate control domain yields NP-nodes of the appropriate feature constellation. Already if we place no constraints on the syntactic position of such nodes but consider any old preceding NP the chances that we get the correct antecedent are surprisingly high. Gender and number features alone guarantee 86.5% correct predictions when the correct antecedent is among the first two antecedents considered. Less surprisingly, the number of correct predictions drops very quickly as the number of the NPs increases that are considered and is only barely above chance level (27.4%) when five NPs are reached. These figures refer to abstract probabilities and are calculated on the basis of the distribution of the third person personal pronoun forms in Hobbs’ [7] corpus. In actual fact this may account for a total of 56% of pronouns being assigned the correct antecedent, as it did in the case of Hobbs’ corpus (cf. [7]) or, in an apparently particularly lucky case, even for 75.9%, as in my own corpus.

What needs accounting for though are not these cases but rather the additional success that is brought about by a continuation of the syntactic strategy beyond the control domain. The syntactic algorithm discussed in Hobbs [7] comes very close to this. It yields a total of 88.3% correct antecedent assignments for the pronouns in his corpus (and 81.2% correct assignments in mine).

My hypothesis for an explanation of the success of this algorithm is related to how Hobbs’ algorithm and parse trees reflect the aboutness-structure of sentences. The background for this hypothesis is provided by a conjunction of two principles which I defended in [1]: the Aboutness Principle of Anaphora and the Principle of Natural Sequential Aboutness. The former claims that each independent or embedded sentence S that contains a (referential) anaphor A must be interpretable as being about the referent of A. The latter expresses the default assumption that each sentence says something about referents introduced in previous sentences. The obvious problem with both principles (as with similar notions proposed in [6]) is the fact that the notion of aboutness is not easily made operational. There is however a probabilistic operationalization in terms of Hobbs’ parse trees: each (sub-)tree S is more likely about the referent of its highest NP node than about the referents of the highest NP-node in the next higher S, and so on following the order of NPs on the search path of Hobbs’ algorithm. I found this rather rough and ready operationalization in agreement with the predictions made by a more principled (but much harder to handle) operationalization, which I defended for a different type of syntactic structure in [1] in over 80% of all cases in my corpus (an exact figure is hard to give because of some uncertainties I had about Hobbs’ parse trees and some indeterminacies in my own account). Thus discounting for some unclear cases and allowing for exceptions from the Principle of Natural Sequential Aboutness (in my corpus it worked out correctly when applied to S (sub-) trees in 78.6%), the success of Hobbs’ algorithm, and more generally of syntactic processing continued beyond the control domain, would seem explicable eventually on the basis of theoretically defensible regularities and tendencies of discourse structure.

It is therefore not a priori implausible, and on the basis of Sanford’s results even a very reasonable conjecture, that a syntactic strategy is the first strategy a linguistic processor would employ for pronoun resolution, at least in the absence of semantic or pragmatic expectations (cf. above): it sets out inside the control domain on the default assumption that the pronoun is an SP (in my corpus 26.4% of all pronouns were SPs – 89 out of 337 occurrences) and may
continue beyond the control domain with no other difference than with respect to the reliability of the results and the grounds for the reliability: syntactic control mechanisms inside and the aboutness-structure of discourse outside the control domain.

Finally a word of caution. There should be no misunderstanding that I have considered the hypothesis for just one particular syntactic strategy for pronoun processing, which in case I am right is just one of a number of strategies which the human processor would ordinarily employ in interaction with each other. The abstraction in particular from all semantic considerations and all pragmatics makes this enterprise particularly problematic. I believe none the less that every now and then we must permit ourselves such abstraction in order to slowly reach an understanding of the various single factors involved in complex cognitive processes and not be confronted with a mere mess of parameters.
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